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Explainable AI in Korea
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Trustworthy AI in Korea
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AI algorithms and applications 

that provide explanations

http://www.openXAI.org/

Explainable AI Research Center

July 2017 ~ 
December 2021 
(54 months)

Explainable AI Program in Korea – Part I
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Research Results Technology Transfer

Open Source/Meetings

AI Top Conference Papers
(ICML, NeurIPS, AAAI, …)

87

Top Journal Papers
(Science Robotics, …) 45

Open Source Projects
github.com/OpenXAIProject

44

Patents (Registration) 37(2)

Book Edited
(Explainable AI: Springer)

Industrial Projects 11

Process Explain ICU monitoring Credit Rating Robust Generation

HealthcareManufacturing Finance Mobile

3
International
Gathering

Open Workshop
10

Online Tutorial 31

Semiconductor

Steel

Explainable AI Program in Korea – Part I

http://github.com/OpenXAIProject


EM
P
O

W
ER

IN
G
 E

X
P
ER

TI
S
E

8

[4] XAI for Experts

International 
Collaboration

Industries

8

April 2022 ~ 
December 2026 
(57 months)

Explainable AI Program in Korea – Part II

Korean Government
Invest 45.0B KRW
(32.6M USD) on XAI
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International Research Achievements Intellectual Property, Copyright, and Technology Dissemination

Technology Disclosure and Leadership in International Standards

Technical papers at world's 
top-tier conferences in AI
(e.g., ICML, NeurIPS, AAAI)

106 papers

Papers in top-ranked 
journals (IF 4.0 or higher)

54 papers

Led the world's first 
international standard for XAI
Standard proposal adopted
ISO/IEC JTC 1/SC 42 (AI)

Patent applications 51 applications

Software registration with the 
Korea Copyright Commission

2 registrations

Achievements

Software releases 57 releases

18 releases

Technology briefings/tutorials held 12 sessions
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XAI - Explainable Artificial Intelligence

David Gunning, Mark Stefik, Jaesik Choi, Timothy Miller, Simone Stumpf, Guang-Zhong Yang, XAI—Explainable artificial intelligence, Science Robotics, 2019.

https://www.science.org/doi/abs/10.1126/scirobotics.aay7120


EM
P
O

W
ER

IN
G
 E

X
P
ER

TI
S
E

11

Explainable Artificial Intelligence (XAI) 2.0:
A manifesto of open challenges and interdisciplinary research directions

Luca Longo, Mario Brcic, Federico Cabitza, Jaesik Choi, Roberto Confalonieri, Javier Del Ser, Riccardo Guidotti, Yoichi Hayashi, Francisco Herrera, Andreas Holzinger, 
Richard Jiang, Hassan Khosravi, Freddy Lecue, Gianclaudio Malgieri, Andrés Páez, Wojciech Samek, Johannes Schneider, Timo Speith and Simone Stumpf, Explainable 
Artificial Intelligence (XAI) 2.0: A manifesto of open challenges and interdisciplinary research directions, Information Fusion, 2024.

https://www.sciencedirect.com/science/article/pii/S1566253524000794
https://www.sciencedirect.com/science/article/pii/S1566253524000794
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• The First International 
Standard on XAI Initiated 
by Korea

Participant Title Organization Stage Number Date Country

Jaeho Lee
Objectives and methods for explainability of ML 

models and AI systems

ISO/IEC JTC 

1/SC 42
NP

ISO/IEC NP TS 

6254
2020-11-16 Switzerland

International Standard of XAI
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Explainable AI
One Perspective
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Google Deep Dream [2015]

Activation Maximization

Alexander Mordvintsev, Christopher Olah, Mike Tyka
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Feature Visualization [2017]
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A Mathematical Framework for Transformer Circuit [2021]

By studying the connections between neurons, we can find meaningful algorithms in the weights of neural networks.
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Core Views on AI Safety: When, Why, What, and How [2023]



Neuron-based 1. Feature-based 2. Detection. Ex) Colon (:)

1. Feature-based interpretability across all layers of transformer models
(Mechanistic Interpretability)

2. Large-scale collection and interpretation of input texts corresponding to specific concepts

3. Node grouping and simplification of operations

- On the Biology of a Large Language Model, Lindskey et al, 2025

3. Node grouping & simplification

Inference Time Explanation

General Research Flow

Interpretation Research



Replacement Model + Attribution Graph
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2.    Reconstruction Error
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2. Grouping Related Nodes
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Final Simplified Graph

19 /13



Interpretation Research

- Building and evaluating alignment auditing agents, Bricken et al, 2025

Investigator Agent : Interpretation tool for automated analysis

Use Tools
During Conversation

Provide Activated Features 

Target Query
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21

Network Dissection
David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva, and Antonio Torralba, 2017 (MIT)

Dissecting Deep Neural Networks [2017]
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GAN Dissection
David Bau, Jun-Yan Zhu, Hendrik Strobelt, Bolei Zhou, Joshua B. Tenenbaum, William T. Freeman, Antonio Torralba, 2019

Dissecting Deep Generative Neural Networks [2019]



EM
P
O

W
ER

IN
G
 E

X
P
ER

TI
S
E

23

EM
P
O

W
ER

IN
G
 E

X
P
ER

TI
S
E

23

23

Dissecting Deep Generative Neural Networks [2019]

GAN Dissection
David Bau, Jun-Yan Zhu, Hendrik Strobelt, Bolei Zhou, Joshua B. Tenenbaum, William T. Freeman, Antonio Torralba, 2019
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• Findings

• 1. Factual associations can be localized 

along three dimensions, to (1) MLP module 

parameters (2) at a range of middle layers 

and (3) specifically during processing of the 

last token of the subject.

https://rome.baulab.info/

국외

Locating and Editing Factual Associations in GPT
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Mass Editing Memory in Transformers (MEMIT)
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Causality Analysis for Evaluating the Security of Large Language Models
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Other Interesting
Explainable AI Results



(Platform) Development of a framework that analyzes the internal structure of models and automatically 
applies suitable XAI methods (1/2) 

Auto Experiment (Automatic application and ranking of XAI algorithms on the user’s model)

Metric
Metric

Explanations
Explainer

Explainergold
fish

Detector Recommender

Explainer Evaluator
Rank: 1

Score: 0.8

Model

Input

Model Architecture

Rank and scores

Visualizer

Rank: 1
Score: 0.8

Identification of input model 

structure
Recommendation of applicable XAI algorithms 

based on data, model, and task types

Applicable XAI algorithms Assignment of explainer rankings based on the importance of 

evaluation metrics (user preferences)

Visualization of 

expalantion results

Plug and Play XAI
Question: Can we build a framework that non-experts to easily use XAI?



• Selection of evaluation metrics and development of evaluation functions for XAI algorithms

- Evaluation metrics:

- Correctness (Providing accurate explanations of the AI model’s behavior)

- Continuity (Providing consistent explanations for similar inputs)

- Compactness (Providing concise explanations)

• Ranking explainers based on the importance of evaluation metrics (user preferences)

Plug and Play XAI



Evaluation of Explanations

Co-12 (Co-twelve) 

Explanation quality 

properties

Nauta et al., From Anecdotal Evidence to Quantitative Evaluation Methods: A Systematic Review on Evaluating Explainable AI, (2022.01)



https://openxaiproject.github.io/pnpxai/Evaluation of Explanations

https://openxaiproject.github.io/pnpxai/
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Random 

number
Images

?

A Generative Neural Network (GNN)

Analyzing Inside of Deep Neural Networks
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In the ℓ-th layer, a space (Sℓ) which is surrounded by a set of generative boundaries.

In the input space, a set of equivalent class of Z w.r.t 𝑺ℓ.
In the image space, a set of equivalent class of image w.r.t. 𝑺ℓ.

𝑔ℓ:1 𝑔𝐿:ℓ+1𝑍

T

T

ℎℓ

+
-
-
+
-
+
+
-

-
+

+ - - + - + + - -+

+ + - + - + + - -+

A space of previous layer

A

B

Analyzing Inside of Deep Neural Networks – E-GBAS [2020]

Giyoung Jeon*, Haedong Jeong* and Jaesik Choi, An Efficient Explorative Sampling Considering the Generative Boundaries of Deep Generative Neural Networks, AAAI, 2020.
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Giyoung Jeon*, Haedong Jeong* and Jaesik Choi, An Efficient Explorative Sampling Considering the Generative Boundaries of Deep Generative Neural Networks, AAAI, 2020.

Analyzing Inside of Deep Neural Networks – E-GBAS [2020]
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• Accepted Cluster 1
• Accepted Cluster 2
• Accepted Cluster 3
• Rejected Sample

Giyoung Jeon*, Haedong Jeong* and Jaesik Choi, An Efficient Explorative Sampling Considering the Generative Boundaries of Deep Generative Neural Networks, AAAI, 2020.

Analyzing Inside of Deep Neural Networks – E-GBAS [2020]



E
M

P
O

W
E
R
IN

G
 E

X
P
E
R
T
IS

E

36

Automatic Correction of Deep Neural Networks [2021]

Ali Tousi*, Haedong Jeong*, Jiyeon Han, Hwanil Choi and Jaesik Choi, Automatic Correction of Internal Units in Generative Neural Networks, CVPR, 2021.
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The Rarity Score [2023]

Question: Is it possible to evaluate creativity?

Jiyeon Han, Hwanil Choi, Yunjey Choi, Junho Kim, Jung-Woo Ha and Jaesik Choi, Rarity Score : A New Metric to Evaluate the 

Uncommonness of Synthesized Images, ICLR, 2023
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Diverse Rare Sample Generation with Pretrained GANs [2025]

• Multi-objective optimization with multi-start method
• Objectives: (1) Rarity, (2) diversity among samples, and (3) similarity to reference

min
𝐳𝑖

𝑔 𝐱𝑖 + 𝜆1 −෍

𝑗≠𝑖

𝑑 𝐱𝑖 , 𝐱𝑗
2

+ 𝜆2 max 𝑑 𝐱𝑖 𝐱
∗ , 𝑑∗ − 𝑑∗ 2

s. t. 𝑑 𝐱𝑖 𝐱
∗ ≤ 𝑑∗ and 𝐱𝑖 ∈ Φ𝑟𝑒𝑎𝑙 , where 𝐱𝑖 = 𝑓 𝐺 𝐳𝑖 and 𝒙∗ = 𝑓(𝐺 𝐳∗ )

𝝐~𝒩(0, 𝐼)

𝐳𝑖 = 𝐳∗ + 𝛿𝝐

Multi-start

Subeen Lee, Jiyeon Han, Soyeon Kim and Jaesik Choi, Diverse Rare Sample Generation with Pretrained GANs, AAAI, 2025.
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Diverse Rare Sample Generation with Pretrained GANs [2025]

• Our method can produce various rare versions of each reference.

Reference Generated Rare Samples Reference Generated Rare Samples

→ →

→ →

→ →

→ →

Rare attributes

Hat Man with long hair

Colorful hair Very young/old

Eyeglasses Curly hair

Non-white race Facing side

Subeen Lee, Jiyeon Han, Soyeon Kim and Jaesik Choi, Diverse Rare Sample Generation with Pretrained GANs, AAAI, 2025.
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Enhancing Creative Generation on Stable Diffusion-based Models [2025]

“Acreative

<building>”

Original Ours

FFT
⊗

IFFT

⊗

Frequency 
mask

L
o

w

H
ig

h

�

❄

  Feature map 
in the � 	block 

  Amplified 
Feature map

“Acreative

<building>”

Jiyeon Han*, Dahee Kwon*, Gayoung Lee, Junho Kim and Jaesik Choi, Enhancing Creative Generation on Stable Diffusion-based Models, CVPR, 2025.

Question: Are there units that enhance creativity?
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Jiyeon Han*, Dahee Kwon*, Gayoung Lee, Junho Kim and Jaesik Choi, Enhancing Creative Generation on Stable Diffusion-based Models, CVPR, 2025.

Enhancing Creative Generation on Stable Diffusion-based Models [2025]
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Interpreting Concepts in Deep Neural Networks without Supervision [2024]

• Difficulty to understand learned concepts in DNN due to complex internal structure.

Relaxed Decision Region (RDR)

• Find a principal configuration (=neuron activation states) where a target and relevant samples share 
learned representations of concepts by utilizing configuration distance.

logit

Feature space

Distance

Euclidean

Configuration

Distance

Euclidean

Configuration

Relaxed 
Decision Region

Big gap in 
activation states

Wonjoon Chang, Dahee Kwon and Jaesik Choi, Understanding Distributed Representations of Concepts in Deep Neural Networks without Supervision, AAAI, 2024. 

Internal region with concept of 

‘a person with a stick’
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Subclass Detection

• Find unlabeled subclasses from data

Different RDRs capture different learned concepts 

without prior knowledge of sublabel information.    

target RDR

The French Bulldog was misclassified 

since it has long and thin legs similar to Saluki.

Misclassification Analysis

• Reasoning error-cases

Wonjoon Chang, Dahee Kwon and Jaesik Choi, Understanding Distributed Representations of Concepts in Deep Neural Networks without Supervision, AAAI, 2024. 

Interpreting Concepts in Deep Neural Networks without Supervision [2024]
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Granular Concept Circuits: Toward a Fine-Grained Circuit Discovery [2025]

• From a black box to a decomposable blueprint: fine-grained, query-specific concept circuit extraction
• Two score metrics:

Dahee Kwon*, Sehyun Lee* and Jaesik Choi, Granular Concept Circuits: Toward a Fine-Grained Circuit Discovery for Concept Representations, ICCV, 2025.

(1) Neuron Sensitivity Score (𝑺𝑵𝑺) quantifies functional dependency by measuring how muting a 
source neuron impacts a target neuron's activation.

(2) Semantic Flow Score (𝑺𝑺𝑭) ensures semantic alignment by quantifying the overlap in highly-
activated samples for the source and target neurons.
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From black box to a decomposable blueprint

• Extract fine-grained, query-specific concept circuits
• Beyond circuit label

Two Score Metrics

Neuron Sensitivity Score 
Functional connectivity

Semantic Flow Score
Interpretable connectivity

Dahee Kwon*, Sehyun Lee* and Jaesik Choi, Granular Concept Circuits: Toward a Fine-Grained Circuit Discovery for Concept Representations, ICCV, 2025.

Granular Concept Circuits: Toward a Fine-Grained Circuit Discovery [2025]
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Multiple Concept Circuits from Single Query Model-agnostic Method

Auditing Misclassification

ResNet50
(Blue tone)

ViT-B/32
(Circular shape)

Concept 1: Flag

Concept 2: Sky

Concept 3: Clock

Dahee Kwon*, Sehyun Lee* and Jaesik Choi, Granular Concept Circuits: Toward a Fine-Grained Circuit Discovery for Concept Representations, ICCV, 2025.

Granular Concept Circuits: Toward a Fine-Grained Circuit Discovery [2025]
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Improved Input Attribution Method [2022]

Input

Attribution



E
M

P
O

W
E
R
IN

G
 E

X
P
E
R
T
IS

E

48

Improved Input Attribution Method [2022]
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Improved Input Attribution Method [2022]
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Rethinking Shapley Value for Negative Interactions in Non-convex Games [2025]

Interactions in Shapley value

• The Shapley value is a main theoretic basis for a fair attribution rule, but its original formulation 
does not tell any interaction effects between features.

Wonjoon Chang, Myeongjin Lee, Jaesik Choi, Rethinking Shapley Value for Negative Interactions in Non-convex Games, ICLR, 2025.

𝜙𝑖 𝑣 = ෍

𝑆⊆𝑁∖{𝑖}

1

𝑛

𝑛 − 1

𝑠

−1

∆𝑖𝑣(𝑆) = ෍

𝑆⊆𝑁∖{𝑖}

1

𝑛

𝑛 − 1

𝑠

−1

[𝑣 𝑆 ∪ {𝑖} − 𝑣 𝑆 ]

Theorem. Shapley value is a weighted sum of interactions.

𝜙𝑖 𝑣 = Δ𝑖𝑣 ∅ +෍

𝑡=0

𝑛−2
1

𝑛

𝑛 − 1

𝑡

−1

෍
𝑗∈𝑁
𝑗≠𝑖

෍
𝑇⊆𝑁∖{𝑖,𝑗}

𝑇 =𝑡

𝐼𝑖𝑗 𝑇

novel reformulation
with explicit interaction terms

𝐼𝑖𝑗 𝑇 = ∆𝑖𝑗𝑣 𝑇 = ∆𝑖𝑣 𝑇 ∪ {𝑗} − ∆𝑖𝑣 𝑇

= 𝑣 𝑇 ∪ {𝑖, 𝑗} − 𝑣 𝑇 ∪ {𝑖} − 𝑣 𝑇 ∪ {𝑗} + 𝑣(𝑇)Interaction 

Undervaluation in Non-convex Games (ex. DNNs)

Cooperative behavior does not hold in non-convex 
games, where negative interactions arise: 𝐼𝑖𝑗 𝑇 < 0

→ conflict to Efficiency Axiom (σ𝑖𝜙𝑖 𝑣 = 𝑣(𝑁))

Question: How should we compute input attributions when inputs are not independent?
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Aggregated Positive Interactions (API)

• Decompose each contribution into interactions and aggregates the positive parts, which represents 
the player’s potential influence on improving the decision.

𝜙𝑖 𝑣 = Δ𝑖𝑣 ∅ + ෍

𝑡=0

𝑛−2
1

𝑛

𝑛 − 1

𝑡

−1

෍
𝑗∈𝑁
𝑗≠𝑖

෍

𝑇⊆𝑁∖{𝑖,𝑗}

𝑇 =𝑡

max(𝐼𝑖𝑗 𝑇 , 0)
Attribution Result Quantitative Result

Evaluate the change in output as highly 

attributed features are added first.

→ With API attribution, we need much 

smaller number of features to recover 

original decision.

→ more compact explanation!

Wonjoon Chang, Myeongjin Lee, Jaesik Choi, Rethinking Shapley Value for Negative Interactions in Non-convex Games, ICLR, 2025.

Rethinking Shapley Value for Negative Interactions in Non-convex Games [2025]

Question: How should we compute input attributions when inputs are not independent?
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Automatic Corrections of Artifacts in Neural Text-to-Speech Models [2025]

• Contextualisation errors within a text-to-speech (TTS) model due to insufficient text context learning

• Understand how model generate contextualisation errors and proposed methods to automatically detect and correct errors

Seongyeop Jeong, June Sig Sung, Inchul Hwang and Jaesik Choi, An Automated Method to Correct Artifacts in Neural Text-to-Speech Models, T-ASLP, 2025
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Alignment error between text and speech

Mel-spectrogram Quality

Alignment error between text and speech (↓)

Frechet Wav2Vec distance (↓) 

Automatic Corrections of Artifacts in Neural Text-to-Speech Models [2025]

Seongyeop Jeong, June Sig Sung, Inchul Hwang and Jaesik Choi, An Automated Method to Correct Artifacts in Neural Text-to-Speech Models, T-ASLP, 2025
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Post-hoc Prosody and Mispronunciation Corrections in TTS Models [2025]

• Q1: Do the internal activations of a Tacotron2 encoder contain acoustic information?
• A1: Yes

TTS Model

• Q2: How can we edit encoder activations to manipulate prosody?
• A2: Edit activations along the manifold

Fast

Slow

Kyowoon Lee, Artyom Stitsyuk, Gunu Jho, Inchul Hwang and Jaesik Choi, Counterfactual Activation Editing for Post-hoc Prosody and Mispronunciation 
Correction in TTS Models, Interspeech, 2025.
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• Post-hoc control of prosody without retraining model.

Kyowoon Lee, Artyom Stitsyuk, Gunu Jho, Inchul Hwang and Jaesik Choi, Counterfactual Activation Editing for Post-hoc Prosody and Mispronunciation 
Correction in TTS Models, Interspeech, 2025.

Control of Duration

Control of Pitch

Post-hoc Prosody and Mispronunciation Corrections in TTS Models [2025]

Question: Can we correct the errors of speech generation models?



1. EMR

2. Preprocessing

3. AI-training logic

4. Clinical Insights

5. Department-specific preprocessing

6. Performance

Real-Time Explainable AI for Acute Kidney Injury Prediction



KAIST – SNUBH AKI Prediction Project

• Developing and clinically applying an AI system that (1) predicts AKI 

within 48 hours and (2) explains the reasons.



Basic information Underlying disease
Prescribing medication 

before admission

Age Sex BMI ICU Base Cr Base eGFR
19 underlying disease + Charlson C

omorbidity Index
16 prescription 

information

Prescribing 
medication
(Per Day)

Surgery & anesthesia & ICU
(Per Day)

Blood/Urine Test
(Per Day & Time)

Vital signs
(Per Day & Time)

Prescription 
information

Major/mino
r surgery

General 
anesthesia

Surgical 
times

Values for each test SBP DBP BPM
Body 

Temperature

AKI Occurence (Per Day & Time)

Any AKI Occurence

AKI occurrence 
within next 48h

Time Series Data
after admission

avg / lowhigh / max / min

Others: smoking, drinking, surgery

Definition of EMR data for AKI prediction

Patient Information



EMR Data Preprocessing for AKI Prediction

Time series input (historical)

Previous 48 Hour

Static Information

0 Hour 48 Hour 96 Hour

AKI Alert Region

AKI Event

Predict 48 Hour

[After Admission]
• Blood Test
• Vital Sign

[Before Admission]
• Patient Information
• Underlying disease

[After Admission]
• Prescription
• Surgery

Input
Binary Classification



EMR Data Preprocessing for AKI Prediction

Previous 48 Hour

0 Hour 48 Hour 96 Hour

AKI Alert Region

AKI Event

Predict 48 Hour

Forward fill
0 - fill

Null Value (결측값)

0 - fill

• Depending on data-type:

• Forward-fill for time-series trends; Zero-fill for missing tests/meds. 

• For missing test values or absent medication use, apply zero-fill to preserve information



AI-training Logic

EHR
Database

AKI 
Predictio

n

AI Model

Domain 
Knowledge

Should be Reflected!

True 
Positive

True 
Negative

False 
Negative

False 
Positive

What is not reflected?

• Analyzing learned vs. missing AKI knowledge → Infusing clinical insights for model 

improvement.



Clinical Insights to Data Preprocessing

• Added a binary variable indicating the presence or absence of side effects from AKI-related medications.

• Example: Vasopressors may cause side effects raising blood pressure. 



Final Data-Frame for AKI Prediction

• To learn temporal patterns, the dataset was reformatted into (Variable, Time) frames.

• Model design with separate embeddings for different feature types

AKI Prediction
Model

Null Flag

Ratio

Ratio/Scr

Prescription

Patient Information

Blood Test & Vital Sign

Input

T

V

AKI

non-AKI



Department-specific preprocessing



AI모델과임상의

• 임상의와AI모델의성능비교

O X

O X

O X

O X

O

X

2 Specialists

4 Physicians

5 Medical

Students

PRIME

Model

AKI Prediction

Recall Precision

Specialist 32% (4) 47% (1)

Physician 77% (1) 28% (4)

Medical Student 60% (3) 33% (3)

AI(ours) 71% (2) 38% (2)



Meta-Explainability: A New Paradigm of Explainability in Medical AI

• Conventional explainability reduces interpretability by only ranking input importance.

• Adding 'explainability' to explainability: user-friendly and domain-specific medical explanations.

Time Series
[Traditional Approach]
Feature Ranking (Top 5)

[New Paradigm – Meta Explanation]
• Creatinine is important because it shows abnormal values.
• Vital signs matter due to sharp changes from previous readings.

Creatinine Vital Sign

*PR (pulse rate), WBC (white blood cell), HB (hemoglobin), Lipase

* This data is synthesized and anonymized.
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Q1: Can we find the role of internal units in Large Language Models (LLMs)?

Q2: Can we find internal units which behaves badly (e.g., making artifacts) in LLMs?

Q3: Can we control internal units which behaves badly in LLMs?

Q4: Can we correct internal units which behaves badly in LLMs in an unsupervised 
way?

Q6: Can we improve the input attribution method by finding the better path in 
LLMs?

Research Questions in XAI



Thank you

jaesik.choi@kaist.ac.kr
jaesik@ineeji.com

mailto:jaesik.choi@kaist.ac.kr
mailto:jaesik@ineeji.com
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AI for Production Process 
Prediction and Optimization

AI-Based Prediction

AI Explaining the Reasons 
for Process Optimization

AI for Improving Product Spread

AI-Driven Automatic Control Raw Material Price, Sales Price, 
and Demand Consideration



Extenal
Sensor

Training

Operation 
with AI

Support 
Decision

Process 
state

Experience 
Accumulation

Operation
with Expertise

Physical 
Model

Model-based 
manufacturing

Data-driven
manufacturing
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지속 가능 및 사업 다각화 사이트

Blast Furnace

Glass Melting Furnace

Cathode Calcination 
Process

Semiconductor 
Assembly Process

Bio/Pharmaceuticals

Wind/Hydropower Plant



•

•

•

•

•

•

•

•

•



₂





•

•



SK Innovation Launches “Smart Plant” in Ulsan (May 24, 2024)

The company expects to cut annual costs by over 10 billion KRW. Automated 
process control (APC) will save around 2 billion KRW by replacing manual 
adjustments, while predictive maintenance solutions are projected to save an 
additional 2–3 billion KRW annually.

Delay in quality analysis
Real-time control challenging

75% lower prediction error
Higher productivity via target quality
Optimized utility costs

Column temperature and flow rate
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for Sustainable Growth

Ciment철
강

PM 
AI R&D

AI R&D 
NHK 

일본 지사장

한국외국어대 학사
산업포장(2022)
前 동국제강 일본/미국 법인장
前 동국제강 마케팅총괄

철강 고문
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