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Tylenol leads to autism



Tylenol leads to autism(?)



Deep Learning…



DeGrave, Alex J., Joseph D. Janizek, and Su-In Lee. "AI for radiographic COVID-19 detection selects shortcuts over signal." Nature Machine Intelligence 3.7 

(2021): 610-619.
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Problem : The absence of ideas and methods for the 
falsification and quantification of explanations for AI 
models limits the individual researcher to confidently 
provide good explanations to discover and prevent 
unwanted actions by the model.
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An explanation is…

a guess / conjecture / scientific theory about 
how something works
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A good explanation should be…

“The sun sets and rises 
whenever the sun gods 

sleep and wake, because 
my mom told me so”

“The sun sets and rises 
because the sun 

revolves around the 
earth”

“The sun sets and rises 
because the earth rotates 

around its axis”

Criticizable Hard to vary Non-authoritarian
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Let’s test it out in 
computational 

pathology
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An initial explanation for colorectal cancer prognosis classifier on H&E 
WSIs 

MIL assigns higher scores to patches exhibiting: 

(1) Poorly differentiated or highly proliferative tumor regions, often with epithelial–

mesenchymal transition. 

(2) Invasion into or infiltration of surrounding adipose tissue. 

(3) Morphological features indicative of an aggressive tumor-stroma interface. 

Conversely, lower scores are associated with better differentiation and organized 

immune infiltration

Jiang, X., Hoffmeister, M., Brenner, H., Muti, H.S., Yuan, T., Foersch, S., West, N.P., Brobeil, A., Jonnagaddala, J., Hawkins, N., et al.: End-to-end prognostication in 
colorectal cancer by deep learning: a retrospective, multicentre study. The Lancet Digital Health 6(1), e33 –e43 (2024)

 Criticizable  Hard to vary  Non-authoritarian
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Falsification
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An initial explanation for colorectal cancer prognosis classifier on H&E 
WSIs 

MIL assigns higher scores to patches exhibiting: 

(1) Poorly differentiated or highly proliferative tumor regions, often with epithelial–
mesenchymal transition. 

(2) Invasion into or infiltration of surrounding adipose tissue. 

(3) Morphological features indicative of an aggressive tumor-stroma interface. 
Conversely, lower scores are associated with better differentiation and organized 
immune infiltration

(4) Healthy glandular formation??
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colorectal cancer by deep learning: a retrospective, multicentre study. The Lancet Digital Health 6(1), e33 –e43 (2024)
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Quantification
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The explanation may predict 
the output of the model well

https://github.com/nki-ai/x2x



The explanation may predict 
the output of the model 
incorrectly: falsification

https://github.com/nki-ai/x2x



Combining them…
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Takeaways
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Thank you for your attention
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