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Motivation

•  Goal: Train models that generalize across: Low-label regimes, Unseen diseases and Multi-
task settings

•  Key idea: Explicitly model uncertainty in both the image and the report i.e. Represent 
features as probabilistic distributions

•  Structured, LLM-generated reports
•  Enables robust, uncertainty-aware vision-language modeling



Research Questions
1. How can uncertainty in medical vision-language data be explicitly modeled to improve 

generalization across downstream clinical tasks?

2. Can structured language model–generated reports reduce semantic inconsistencies in 
medical datasets and improve image-text alignment?

3. How does distribution-based masking influence the learning of clinically relevant features in 
vision-language pretraining?



D-MLM Overview Step 1



D-MLM Overview Step 2



D-MLM Overview Step 3



Need for structured reports



Need for D-MLM



Impact of masking ratio



Impact of loss functions



Results – SSL and SL



Results – ZSL



Conclusion
1. We introduced a new pretraining framework (D-MLM) that models medical images and text 

as probabilistic distributions, capturing both inter- and intra-modal uncertainty.

2. To improve clinical grounding, we used LLM-generated structured reports with consistent 
sections such as definitions, appearances, observations, and verdicts. This helps align visual 
features with medical semantics.

3. Our adaptive masking strategy, guided by the structured text, focuses learning on the most 
diagnostically relevant parts of the image and report.

4. The model delivers strong performance across tasks — including classification, grading, and 
segmentation — and is especially effective in low-label and zero-shot settings.
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